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Abstract. Distributed reflective denial of service (DRDoS) attacks are
a popular choice among adversaries. In fact, one of the largest DDoS
attacks ever recorded, reaching a peak of 1.3 Tbps against GitHub, was
a memcached-based DRDoS attack. More recently, a record-breaking
2.3 Tbps attack against Amazon AWS was due to a CLDAP-based DRDoS
attack. Although reflective attacks have been known for years, DRDoS
attacks are unfortunately still popular and largely unmitigated.

In this paper, we measure in-the-wild DRDoS attacks as observed from
a large Internet exchange point (IXP) and provide a number of security-
relevant insights. To enable our measurements, we first developed 1Xmon,
an open-source DRDoS detection system specifically designed for deploy-
ment at large IXP-like network connectivity providers and peering hubs.
We deployed IXmon at Southern Crossroads (SoX), an IXP-like hub that
provides both peering and upstream Internet connectivity services to more
than 20 research and education (R&E) networks in the South-East United
States. In a period of about 21 months, IXmon detected more than 900
DRDoS attacks towards 31 different victim ASes. An analysis of the real-
world DRDoS attacks detected by our system shows that most DRDoS
attacks are short lived, lasting only a few minutes, but that large-volume,
long-lasting, and highly-distributed attacks against R&E networks are not
uncommon. We then use the results of our analysis to discuss possible
attack mitigation approaches that can be deployed at the IXP level, before
the attack traffic overwhelms the victim’s network bandwidth.
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1 Introduction

Large-scale distributed denial of service (DDoS) attacks pose an imminent threat
to the availability of critical Internet-based operations [35], and have become part
of sophisticated cyber-warfare arsenals [52]. DDoS attacks can take many differ-
ent forms [43], and leverage weaknesses that span from the application-layer to
the physical-layer. In particular, recent incidents have demonstrated that band-
width exhaustion DDoS attacks are capable of bringing down even the most well-
provisioned Internet services, such as highly popular websites (e.g., Twitter, Net-
flix, etc.) and cybersecurity services [27,39,49,67]. Among bandwidth exhaustion
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Fig. 1. IXmon system overview

attacks, distributed reflective denial of service (DRDoS) attacks are a popular
choice among adversaries [44]. In fact, one of the largest DDoS attacks ever
recorded, reaching a peak of 1.3 Thps against GitHub, was a memcached-based
DRDoS attack [20]. More recently, a record-breaking 2.3 Thps attack against
Amazon AWS was due to a CLDAP-based DRDoS attack [51] and attackers
have started exploiting Microsoft’s RDP for DDoS attacks [63].

Although reflective attacks have been known for years [54] and could be
mitigated in part by filtering/throttling traffic to/from some UDP services (e.g.,
filtering memcached traffic at the edge of a network [23]), DRDoS attacks are
unfortunately still popular [33] and largely unmitigated. At the same time, while
some information about DRDoS attacks can be found in blog posts or white
papers from security vendors (e.g., [22]), there is a lack of systematic studies
that provide an in-depth measurement of the properties of in-the-wild DRDoS
attacks, such as occurrence frequency, the distribution of their sources, duration,
volume, targets, and what mitigation steps could be applied to combat them.

In this paper, we aim to partly fill this gap by measuring real-world DRDoS
attacks as observed from a large Internet exchange point (IXP)!. IXPs are
high-density peering and connectivity hubs that provide infrastructure used by
autonomous systems (ASes) to interconnect with each other (e.g., public or private
peering and other connectivity agreements). Because IXPs provide an increasingly
large portion of the global Internet infrastructure used by ASes to exchange traffic,
they can play a key role in detecting and mitigating DDoS attacks.

To enable our measurements, we first develop IXmon, an open-source DRDoS
detection system specifically designed for deployment at large IXP-like network
connectivity providers and peering hubs. While there exists several DDoS detec-
tion and mitigation solutions, such as traffic scrubbing services [12,21], these are
typically expensive third-party commercial services. In addition, they are not
designed for detecting DRDoS attacks at IXPs, and are instead more focused on
inline DDoS traffic detection and traffic filtering. On the other hand, our IXmon
system is fully open-source?, can be deployed at large IXPs, and can also be used
to enable IXP-based DDoS mitigations. IXmon’s goal is not only to detect the
occurrence of a DRDoS attack very early after its inception, but also to identify
ASes that host the reflectors used in the attack. This capability could be used

! Whereas others may define IXPs purely as facilitating public peering, we refer to IXPs
more broadly as hubs that facilitate both peering and commercial connectivity (e.g.,
transit) services.

2 https://github.com/perdisci/TXmon.
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Fig. 2. Example of reflection attack traffic flowing through an IXP

to enable filtering of DRDoS attack traffic at IXP level before it is routed to the
victim, thus preventing the victim’s network bandwidth from being exhausted.

Figure 1 provides an overview of our IXmon system, whereas Fig. 2 shows an
example of how reflected traffic belonging to a DRDoS attack may traverse an
IXP’s fabric to reach the victim network. To detect DRDoS attacks, IXmon takes
in input network flow summaries (e.g., using Cisco’s NetFlow v9 format [19]),
which report flow statistics for all traffic from any source IP to a any destination
IP that crosses the IXP. Because IXmon aims to detect DRDoS attacks, we focus
on UDP flows whose source port is associated with services that can be abused
for amplification attacks, such as DNS, NTP, memcached, CLDAP, etc. [54] (see
Sect. 3 for a complete list). Given a specific service (e.g., memcached), we then
aggregate all related UDP flows directed to each destination AS and compute
the overall traffic volume of all flows belonging to the same (service, dstAS) pair.
We update these aggregate flow statistics in an online fashion at regular (small)
time intervals, and perform online time series anomaly detection to detect highly
anomalous increases in traffic volume. Finally, every time an anomalous traffic
volume increase is detected for a (service, dstAS) pair, we pass this information
to the DRDoS detection module, which applies additional checks to filter out
possible false positives and only issue an alert for events that are highly likely
associated with actual DRDoS attacks. Additionally, the DRDoS detection mod-
ule identifies the source ASes involved in an attack, and ranks them according
to the attack traffic volume they contribute. By knowing the UDP source port
number, the destination AS (i.e., the victim network), and the source ASes that
contribute the highest amount of attack traffic, an IXP could then deploy traffic
filtering rules to mitigate the attack in its very early stages. In fact, this fil-
tering rule deployment process could be automated by automatically deriving
BGPFlowSpec rules [1] from IXmon’s alerts.

Notice that while time-series analysis has been previously used in other con-
texts to detect DDoS attacks and other network traffic anomalies [10,40,62], the
contributions of our approach stems from adapting previous approaches to mod-
eling IXP-level traffic and to measuring in-the-wild DDoS attacks at a real-world
IXP.

We have deployed IXmon at Southern Crossroads (SoX) [60], an IXP-like
hub that provides both peering and upstream Internet connectivity services to
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more than 20 research and education (R&E) networks in the South-East United
States. In a period of about 21 months, IXmon detected more than 900 DRDoS
attacks towards 31 different victim ASes. In Sect. 4, we study the characteristics
of these attacks and present a number of insights regarding their duration and
intensity, what services are most abused, what networks are more often targeted,
and whether the victim networks took action to mitigate the attacks.

In summary, we make the following contributions:

— To measure in-the-wild DDoS attacks, we develop IXmon, an open-source
DRDoS detection system (available after publication) specifically designed to
be deployed at large IXP-like peering and connectivity hubs.

— We deploy IXmon at a large IXP-like R&E peering and connectivity hub
located in the South-East United Sates for a period of about 21 months,
where we detected a large number and variety of real-world DRDoS attacks
in near real time.

— We analyze the real-world DRDoS attacks detected by our system and report
a number of security-relevant measurements and insights. For instance, we
show that most DRDoS attacks are short lived, lasting only a few minutes,
but that large-volume, long-lasting, and highly-distributed attacks against
R&E networks are not uncommon.

2 Background on IXPs

IXPs have been traditionally established as infrastructures that primarily offer
peering services. The primary role of an IXP is to serve as a physical exchange
point to facilitate the exchange of Internet traffic between different autonomous
systems (ASes). The minimum number of ASes that interconnect at an IXP
should be at least three and there must be a clear and open policy for other
ASes to join [4]. The ASes interconnect through a shared switching fabric that
the IXPs offer. This interconnection infrastructure can vary widely in complexity.
Some infrastructures can be very simple and minimal (as a single switch), or
very complex (as a large scale distributed infrastructure that includes remote
peering) [45].

Since their initial establishment, the role of IXPs has been evolving along
with their offered services. Some services are offered as free value-added ser-
vices and others are paid services. Many IXPs offer both public peering and
private peering, multi-lateral and bi-lateral peering, data center services, multi-
ple network management and other services including route servers, SDN-based
network management, traffic engineering, and traffic blackholing.

IXPs have been recently further evolving towards becoming major peering
and connectivity hubs, claiming a central role as part of the Internet’s core
infrastructures [11,16,53]. There are currently hundreds of IXPs worldwide, with
more than 200 just in Europe [3]. IXP membership and traffic growth show their
dynamic and evolving role in the Internet ecosystem. Some of the largest IXPs
have several hundreds members, while they carry as much traffic as some of
the largest global Tier-1 ISPs [3]. It should also be noted that IXPs may serve
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different roles in different regions of the world. For example, there exist significant
differences between traditional European IXP models and US-based IXPs [9]. In
addition, non-profit, EDU-oriented IXPs such as SoX [60] exist with the purpose
of helping EDU networks interconnect directly with each other (as in typical IXP
peering) but also connect with upstream providers (i.e., providing an exchange
point for access to upstream services). In this work, we refer to IXPs in this
latter broader sense, as exchange points in which multiple ASes peer with each
other and can also connect to upstream Internet connectivity services.

3 IXmon System

In this section, we describe how IXmon’s components work, following the high-
level overview shown in Fig. 1. It worth noting that IXmon relies on time-series
analysis as a component of our detection pipeline. While time-series analysis
been previously used in other contexts to detect DDoS attacks and other net-
work traffic anomalies [10,40,62], the contributions of our approach stems from
adapting previous approaches to modeling IXP-level traffic and to measuring
in-the-wild DDoS attacks at a real-world IXP, as explained below.

Approach Overview: [Xmon is designed to detect DRDoS attacks in near real
time (e.g., with a delay of only one minute) in IXP-like network environments.
Given the traffic towards a specific AS, A, to detect DRDoS attacks against A
we look for the following factors:

1. Focus on traffic coming from a UDP source port typically associated with a
service that can be abused for attack amplification.

2. For each of those source ports, has the traffic volume towards A increased in
a highly anomalous way?

3. Is the anomalous traffic distributed across several contributing source ASes?

As an example, assume that a destination AS A usually receives very low
amounts of traffic from source port UDP 123, which is typically associated with
the NTP service. We monitor all traffic from port UDP 123 that flows towards
A through IXP’s fabric. All of a sudden, at time ¢ we detect a spike in incoming
NTP traffic, and notice that several different source AS numbers are contributing
in a coordinated way to this traffic spike. This scenario meets the “recipe” for
a DRDoS attack, which IXmon aims to detect automatically. Next, we explain
how we translate the above high-level approach into a concrete DRDoS detection
system.

3.1 Aggregate Traffic Statistics

IXmon is designed to monitor network traffic at large real-world IXP-like peering
and connectivity hubs. Due to the sheer amount of traffic observed from such a
vantage point, efficiency is a high priority goal. In particular, memory consump-
tion is a main concern, given the large amount of network traffic statistics that
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we need to track over all possible targets and sources of DRDoS attacks visible
from an IXP. To this end, our first step is to condense detailed information about
network flows crossing the IXP into traffic sketches containing aggregated traffic
statistics.

IXmon receives network flow statistics as input. While our current imple-
mentation supports and has been tested only on Cisco NetFlow versions 9 and
10 [18], it is designed to also support other formats, including sFlow [48]. For
simplicity, in the following we will simply use the term flow to refer to a net-
work flow in NetFlow format. While NetFlow flows include many details about
how the related network packets traversed the IXP (e.g., including the network
interfaces involved in routing the flow), we will only refer to the properties that
are used by our system. Let the tuple

fi = (srcl Py, srcPort;, dstl P;, dstPort;, protocol;, packets;, bytes;) (1)

represent a network flow, where packets; and bytes; represent the number of
packets and overall number of bytes sent from the source to the destination
IPs/ports that have been “captured” by flow f;.

The IXP collects all flows crossing its muble 1. List of monitored UDP
infrastructure by implementing a uniform gource ports

packet sampling policy to reduce load on its Bandwidth

routers and sends them to IXmon in a stream  Service Port |amplification
(flows are sent out when they are closed by a factor
. DNS 53[28 to 54
FIN packet, in case of TCP, or after a con- rp 19315569
figurable timeout managed by the IXP opera- CLDAP 38956 to 70
: : CharGen 19]358.8
tors). IXmon mines this stre-am of traffic ﬂpws Memcached TTTZ1T110.000 %5 51,000
to detect DRDoS attacks in near real time. SunRPC 1117 to 28
Given our focus on DRDoS attacks, we keep  SSDP 1900]30.8
) SNMP 161]6.3
only flows whose protocol is UDP and whose grcops 57005
source port is related to a service that is  Call of Duty|20800]—
known to be vulnerable to be used for attack —ea 225 13713 8
: k RIP 520(131.24
amplification. The set of source port numbers  Quake 27960[63.9
: : Steam 29015(5.5
and related UDP services we use in our cur QOTD S

rent configuration of IXmon is inspired by pre-
vious work [54,66] and listed in Table 1.

To analyze the continuous large stream of UDP flows received by IXmon, we
proceed as follows. First, IXmon partitions time into intervals of fixed length At
(one minute, in our experiments). Given the set of all flows received during an
interval At, we map srcIP and dstIP to their respective AS numbers, srcAS
and dstAS (e.g., using RouteViews data [7]). This gives us flows:

F;(t) = (srcAS;, srcPort;, dstAS;, dstPort;, packets;(t), bytes;(t))  (2)

where ¢ indicates the start of a time interval At, protocol is omitted since it is
constant (always UDP), and the packets and bytes counts vary in time while
the other flow parameters are fixed for a given subscript index. Then, given a
time interval At, we aggregate all flows F;(¢) that share the same source port
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and destination AS numbers, and sum up all of their bytes. More formally, we
obtain aggregate sketch flows of this form:

Ay (t) = (srcPorty, dstASy, bytesy(t)) (3)

where bytesy(t) is the sum of the byte counts contributed by all flows aggregated
into Ag(¢).

Notice that, given a fixed pair of source port, srcPort, and destination AS,
dstASy, the AS-level flows Ag(t) give us a time series of total traffic volume
(i.e., bytesi(t)) flowing through the IXP that originated from srcPorty (from
any source IP) and destined towards dstASy (to any destination IP belonging
to that AS and any destination UDP port). Also, while not represented in the
above sketch, for simplicity, we keep track of the contribution (in terms of total
bytes) to flow Ag(t) of each srcAS; whose traffic is aggregated into the sketch.

3.2 Online Time Series Anomaly Detection

Given a stream of flow sketches Ay (t) related to a (srcPorty, dstASy) pair, we
detect anomalous increases in traffic volume by performing an online analysis of
the time series represented by bytesy(t). Specifically, we maintain a time series
model consisting of an exponentially-weighted moving average and variance [29],
as follows:

pt) = o p(t—=1) + (1 —a)-b(t) (4)
o?(t) = (1 —a) - (o*(t) +a- (b(t) — p(t — 1))*) ()

where « is a constant and where we omitted the subscript & and used b(¢) in place
of bytesy(t), for brevity. Then, given the moving average, ux(t), and variance
0%(t) computed at time ¢ for Ay (t), we compute an anomaly (or deviation) score

as: bi(t) — (ur(t) +6 - Uk(t))>
bi(t) + ¢

where 6 is a tunable parameter (set to 3 in our experiments) and ¢ is a small
constant (e.g., 107%) that is only needed to avoid division by zero. Essentially,
0k(t) tells us how much b (t) deviates (on the positive side) from the moving
average plus a tolerance factor proportional to the standard deviation. Notice
that 0y (t) € [0,1], which we use as an anomaly score. The larger d(t), the more
strongly the current reading of Ay’s traffic volume, bx(t), deviates from the
expected value plus some tolerance that takes natural variations into account.
If 65 (t) > 7, where 7 is a tunable detection threshold (set to 0.5 in our exper-
iments), we say that the current reading of the traffic volume for the flows
aggregated by Ay is anomalous.

Notice that anomalies can be detected in real time, enabling a rapid detection
(and a potential automated mitigation) of DRDoS attacks.

0(t) = max (0, (6)

Additional Details: At every new time interval, we use Eqs. 4 and 5 to update our
time series model. However, once an anomaly is detected, we stop updating the
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model until the new traffic volume measurements go back to pre-anomaly levels.
More formally, assume ¢4 is the first time in which an anomaly is detected, we
do not use the new measurement at time ¢4 to compute p(tg+1) and o?(tq+1).
Now, let

(7)

5k (t + n, t) = max (07 bt + 1) — (ue(t) + - w(t)))

b(t+n)+e

and tg; = t+ 1. In other words, at the time when the anomaly is detected, n = 1.
At the next time slot, n = 2, we compare the latest measurement of the traffic
volume by (t + n) to the time series model that was last updated at time ¢. If
Ok (t+mn,t) > 7 this means that the anomalous traffic is still present at time t+n,
and we continue to keep the same model computed at time ¢. Let us now assume
that at n = m the anomalous levels of traffic revert back to normal. Namely,
0 (t +m,t) < 7. Then, we use bi(t + m) to update the values of py and o) and
keep updating the model at the following time intervals, until another anomaly
is identified.

This approach of updating the average and standard deviation only dur-
ing “normal times” allows us to more easily determine when a traffic volume
anomaly, which may represent a DRDoS attack, starts and ends. Specifically, in
the example above we can determine that the anomaly started at time ¢+ 1 and
ended at time ¢t + m.

3.3 Attack Detection

Let Ak (t) be a traffic sketch time series, and assume that ¢4 is the time interval in
which a time series anomaly has been detected using the approach described in
Sect. 3.2. To detect DRDoS attacks in real time while filtering out possible traffic
volume anomalies unrelated to reflection attacks, we introduce two additional
conditions:

— Minimum traffic volume: Given the last aggregate traffic volume measure-
ment, bg(tg), we discard the detected anomaly if by (tq) < v (in our experi-
ments we set v to 5 Mbps). The reason is that if the aggregate traffic volume
is very low, either the anomaly is not caused by an attack, or the effects of
the attack on the target AS’s bandwidth are negligible and can be ignored.

— Source AS volume entropy: Since we focus on DRDoS attacks, we expect the
anomalous traffic volume increase to be distributed across multiple reflectors
located in different source ASes.

To compute the source AS volume entropy, we first consider the set of source
ASes whose traffic is aggregated into Ay, and take into account the overall num-
ber of bytes sent from each of this sources ASes to Ax’s destination AS (i.e.,
the potential victim network). Let Sk(tq) = {s1,$2,...,n} represents the set
of traffic volume amounts contributed by each source AS at time t;. We then

normalize each element in the set as s] = <—. Finally, we treat s; as the

j=157
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probability of “observing” the i-th source AS as contributor to Ay’s aggregate
traffic, and compute the entropy H (S}, (tq)) of the set S} (tq) = {s},sh,...,s,}. If
H(S).(tq)) = 1, it means that the traffic from port srcPorty to dstASy, is evenly
distributed across the contributing source ASes. On the other hand, low values of
H(S;.(tq)) mean that most of the traffic is contributed by only one (or very few)
source ASes. Therefore, we set a threshold A so that traffic volume anomalies
are labeled as DRDoS attacks only when H(S).(t4)) > h (in our experiments, we
use h = 0.4).

All time series anomalies detected based on the algorithm described in Sect. 3.2
that also meet the two above conditions are labeled as DRDoS attacks. Corre-
spondingly, a DRDoS attack alert is issued, which contains all details of the attack
as measured at time t4, including the destination AS number, source port, current
aggregate attack volume, and distribution of traffic amounts from the contributing
source ASes. A new alert is issued for every new time interval ¢4 + n for which the
attack is sustained, allowing a network operator to identify whether the attack is
still ongoing or has terminated (when no new alert is issued). On the other hand,
time series anomalies that do not pass the checks discussed above are logged and
can be sent to network operators but are not labeled as DRDoS attacks.

4 Analysis of In-the-Wild Attacks

In this section we provide some background information about SoX, describe
how we setup and deployed IXmon at SoX, and present our measurements and
analysis of the in-the-wild DRDoS attacks we detected during our deployment
period. SoX’s customer ASes rely on the IXP’s infrastructure for both peering
with each other and upstream connectivity. Therefore, SoX provided us with an
important vantage point for measuring DRDoS attacks.

Notice that because sizable ground truth datasets of IXP traffic with labeled
DRDoS attacks are very difficult to come by (we are not aware of any publicly
available dataset of this kind), to tune IXmon’s detection parameters we rely on
domain knowledge and a manual analysis of IXmon’s logs during the preliminary
phases of our deployment. In addition, during our preliminary deployment phase
we also contacted SoX and its participants to verify some of the attacks detected
by IXmon, and we received positive confirmation from network operators that in
fact the victim network identified by IXmon was under attack at the time when
the alerts were issued. In practice, to tune our systems’ detection parameters
we take a conservative approach that favors minimizing possible false detections
(see Sect.4.1). While this may cause us to miss some smaller (i.e., lower volume
and duration), more subtle DRDoS attacks, these attacks are unlikely to have a
significant impact on their target networks.

One possible valuable alternative to enable gathering more ground truth
could be to correlate our findings with traffic from DRDoS honeypots [38,64].
At the same time, concurrent work has found that the intersection between
attacks observed at IXPs and attacks observed from DRDoS honeypots may
be limited [37]. We plan to investigate the overlap between attacks detected by
IXmon and DRDoS honeypots in followup work.
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In the following analysis we anonymize all AS numbers related to autonomous
systems involved in the detected DRDoS attacks, as some of this information
may be sensitive (e.g., some of SoX’s members may not want to publicly disclose
how many attacks their network received and if/how they mitigated them). For
instance, we replace AS 10490 with a consistent but randomly chosen identifier
of the form “Anon.XXX” (where XXX is a positive integer).

4.1 IXmon Implementation and Setup

We implemented IXmon’s flow parsing and traffic aggregation modules in C++,
leveraging an open-source tools named FastNetMon [47]. FastNetMon is a DDoS
detection system mainly geared towards enterprise networks or single ASes. Its
detection approach is not designed to detect and track DRDoS attacks related
to many possible large networks and involving large numbers of source and des-
tination ASes, making it unusable for our purposes. For instance, we found that
in FastNetMon one would need to explicitly specify all subnets that should be
considered as DRDoS attack targets, and that attack detection is done per IP
address. In an IXP environment in which many large ASes are the potential tar-
gets, in which there can be many sources of attack, and in which we are interested
in tracking if the IXP customers are either victims or potentially contributors
to DRDoS attacks, we found that FastNetMon would use an exceedingly large
amount of resources. Therefore, while we leveraged and adapted the NetFlow
parsing module of FastNetMon, we designed and implemented our own open-
source IXP-focused online time series anomaly detection and DRDoS detection
algorithms using Python. Our IXmon system code can be found on GitHub?.

As explained in Sect. 3, the mining and aggregation of the NetFlow traffic,
which are implemented in C++, allow IXmon to be scalable and process large
volumes of traffic typically observed at IXPs (in the order of hundreds of Gbps).
During our experiments, IXmon has had no issue keeping up with the large traffic
volumes received from SoX, thanks to the use of efficient flow aggregation.

IXmon’s online anomaly detection and DRDoS detection algorithms include
a few tunable parameters (see Sect.3). As mentioned earlier, to set our systems’
parameters we take a conservative approach that favors minimizing possible
false detections. We set the length of the time interval for traffic aggregation
At = 1 minute. This interval is long enough to accumulate sufficient aggregate
data from the stream of flows related to each (srcPorty,dstASy) pair and to
compute meaningful traffic sketches, and at the same time it enables near real-
time DRDoS detection. Specifically, after traffic sketches are computed they
are immediately analyzed and an alert is triggered immediately as attacks are
detected in the data stream.

In Eq.6, we set the parameter § = 3. Essentially, § controls how much the
traffic volume can deviate from the mean, before an anomaly is detected. The
value of = 3 is quite conservative, and is inspired by the fact that for Gaussian
distributions Pr(p—30 < X < u+430) &~ 99.73%. In addition, we set the anomaly

3 https://github.com/perdisci/TXmon.
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detection threshold 7 = 0.5. In other words, we tune the system to detect large
anomalies, as compared to historic traffic volumes modeled by moving average
and standard deviations. While this may cause us to miss small (i.e., low volume)
attacks, it makes sure that the anomalies we detect are in fact highly likely
related to attacks. This is further reinforced by additional constraints explained
in Sect. 3.3.

As for the parameters defined in Sect. 3.3, we set v = 5 Mbps because DRDoS
attacks whose peak traffic is lower are unlikely to cause much disruption to insti-
tutional networks (such networks typically have Internet connectivity bandwidth
ranging from hundreds of Mbps to tens of Gbps). Finally we set the source AS
entropy threshold h = 0.4. We tuned this threshold based on a data collected
during a preliminary deployment of IXmon, and is meant to capture attacks
whose traffic is fairly distributed across multiple sources, rather than all coming
mostly from one single source AS.

An additional “operational” parameter is related to the packet sampling rate
used by the network operator that provides the raw flows. In IXmon, we take
the sampling rate into account, and adjust our traffic measurements accordingly
(e.g., we adjust the average traffic volume measured per minute of observation).

4.2 Data Collection at SoX

As mentioned earlier, we deployed IXmon at a large IXP called SoX (AS 10490)
that provides peering and Internet connectivity services to several research and
education networks. Specifically, we deployed IXmon at one of two routers oper-
ated by SoX that enables peering among educational networks and upstream
connectivity to Internet2 [5]. This provided us with visibility on most of the
traffic crossing the SoX infrastructure (though not all).

Based on public data on AS-to-AS relationships provided by CAIDA [14,41],
SoX has more than 20 direct customer networks (also called the IXP members
or participants), peers with 9 other large ASes, and is connected to 5 upstream
providers. Furthermore, SoX serves as upstream provider for a variety of smaller
ASes that are reachable through it from the rest of the Internet. This study is
based on data collected between April,2018 - April,2020 (due to interruptions
due to operational reasons, our traffic monitoring was only active during part of
this time period). Overall, we collected traffic information for 634 days. During
this period, the source/destination traffic crossing the IXP’s fiber was related to
a total of 5212 different autonomous systems.

4.3 Attack Measurements and Analysis

In this section, we present an analysis of the DRDoS attacks detected by IXmon to
understand their behavior and gain insights that could prove useful for mitigating
future attacks. As an example of the attacks that are included in the analysis
provided below, Fig. 3 shows a snapshot of two different DRDoS attacks detected
by IXmon. Notice that IXmon detected the represented attacks in near real-time
(within about one minute from the attack inception). However, the plots in Fig. 3
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are formed post-detection stage by combining consecutive attack alerts, and are
shown here to visualize the intensity and duration of the attacks as a whole.
The z axis shows the time window within which the attack occurred (including
a duration of 30 min prior to and after the attack), whereas the y axis shows
the volume of traffic contributed by each source AS involved in the attack (the
graph is limited to the top 10 source ASes by volume). Each line in the graph
represents the traffic sent to the victim AS from a single source AS. For instance,
Fig. 3a (top) shows a DRDoS attack that leverages the CLDAP service (source
port 389) directed towards AS Anon.2371. The aggregate traffic for the attack,
which sums the contribution of all source ASes that sent traffic to AS Anon.2371
from UDP port 389 reached a peak of ~210 Mbps. It is interesting to notice that
before and after the attack there was little or no traffic sent by those source ASes
to the destination AS from port 389. Then, all of a sudden all the source ASes
start sending high volumes of traffic in a coordinated way, which is a telltale sign
of an ongoing DRDoS attack. After all, inter-AS CLDAP use is rarely needed
or justified, and it is therefore natural to have very low or no inter-AS CLDAP
traffic outside of DRDoS attacks. In addition, having many source ASes sending
CLDAP traffic to a common destination AS would be quite a big coincidence
for this to be explained by normal activities.
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Fig. 3. Two examples of DRDoS attacks detected by IXmon. The top figures show the
attack traffic contributed by the top 10 source ASes, while the bottom figures show the
overall attack traffic volume compared to all traffic (TCP and UDP) flowing towards
the destination AS. Notice also that while these figures span a large time window,
IXmon detected the attacks in near real-time.
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Volume and Duration. While large DDoS attacks have caught the attention
of bloggers and news media, there is limited publicly available data on the overall
distribution and characteristics of in-the-wild DRDoS attacks (some information
can be found in a 2017 blog post by Cloudflare [22]).

To better understand in-the-wild DRDoS attacks, we analyze the characteris-
tics of all attacks detected by IXmon. Specifically, during our deployment period
IXmon detected 987 attacks. We use this large number of attacks to measure the
distribution of the volume and duration of in-the-wild DRDoS attacks, which
are reported in Figs. 4a and 4b. It can be seen that most of the observed attacks
(= 80%) have a duration of less than 10min, whereas the median peak attack
volume is less than 20 Mbps. Overall, only ~ 8% of the attacks reach a peak
volume of more than 100 Mbps with a few attacks reaching peaks above 1 Gbps
(the highest attack volume we observed was 1.5 Gbps).
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Fig. 4. Distribution of peak attack volumes and durations

A number of factor may explain the relatively low volume of the attacks
we observed, compared to measurements provided in other works [37]. First, we
should note that low-volume DDoS attacks are not uncommon [2,8]. Also, tens
of Mbps are often sufficient to overwhelm a single machine within a network,
although the impact on the network overall may be low. For instance, such
DRDoS attacks may be sufficient to knock a competing gamer offline [46,50].
In addition, as mentioned earlier, our system has access to only one of two SoX
router and it is therefore possible that additional DRDoS attack traffic was not
measurable by our [IXmon deployment. In general, we should keep in mind that
attacks towards different types of networks (e.g., educational vs. commercial)
and measured from different vantage points (e.g., different types of IXPs), may
present different characteristics.
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Fig. 5. (a) Number of attack instances per (reflection) source port (b) Distribution of
attack volume per (reflection) source port

Services Abused for Attack Amplification. IXmon monitors traffic from
the UDP ports listed in Table 1. However, only some of these ports were used in
DRDoS attacks visible from SoX. Figure 5a shows the distribution of source ports
(ab)used for reflecting traffic against DRDoS victims, with the y axis showing the
number of attacks in which a given port was used. As can be seen, CLDAP (port
389) appears to be the most abused service for attack amplification, followed by
DNS (port 53) and NTP (port 123). Figure 5b reports a boxplot showing the
distribution of peak attack volume per port (the red line represents the median,
while the red square shows the average value). This shows that some CLDAP-
based attacks reached peak volumes above 1 Gbps.

Multi-vector ~ Attacks. DRDoS dStAS: Anon.2354 - peakTraffic: 493.91 Mbps
attacks can be launched by abus-

ing more than one UDP service at ézoo L “or port 123
a time. Currently, IXmon separately 'ioo | M»W*ruggajﬁffg’w
tracks traffic from a given source port o1 — — — —
and detects DRDoS attacks indepen- 2019-12-17-00:58 - 2019-12-17-03:19

dently for each abused service. How-
ever, attackers can abuse multiple ser-  Fig. 6. Example of a multi-vector attack
vices at the same to increase the num-
ber of reflectors to be aimed against the victim and thus further amplify the
attack bandwidth. To analyze these attacks in our alerts dataset, we can retrieve
DRDoS attacks related to individual source ports that have a common destina-
tion AS and that overlap in time. By doing so, we found 36 multi-vector attack
instances (out of 987) involving up to 4 different source ports simultaneously.
Figure 6 shows an example of attack detected by IXmon that simultaneously
leverages NTP (port 123) and CLDAP (port 389) to reflect the attack traffic
towards AS Anon.2354. A coordinated surge in traffic volume can be seen from
both source ports, clearly indicating a multi-vector attack.
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Distribution of Reflectors. DRDoS attacks are executed by exploiting a
(at times large) number of publicly reachable reflection servers. In this section,
we analyze where reflected attack traffic originates from. Figure 7a shows the
distribution of the number of different source ASes that contribute to each attack
(notice that, due to packet sampling, reflectors that only contribute very low
amounts of traffic may not be visible in our data). The median is 40, indicating
that at least half of all attacks are highly distributed across many different
source networks that are themselves abused to reflect and amplify attack traffic.
In Fig. 7b we show the distribution of peak traffic contributed to different attacks
by the top 10 source ASes (ranked based on the number of DRDoS attacks each
source AS participates to). As can be seen, the median (red line) peak volume for
reflected traffic from each AS is relatively limited, typically around = 1Mbps,
though there are also significant outliers with high peak traffic volumes. Either
way, when combining together all contributing source ASes the attacks these
ASes facilitate can easily reach hundreds of Mbps.

To analyze the geographical distribution of the networks where reflection
servers reside, we plot the location of the source ASes that contributed to the
DRDoS attacks detected by IXmon. To map the geolocation of a given AS we
first obtain the prefixes owned by the AS, based on BGP traffic from the day
before the AS participated in an attack. Next, we select a random IP address
belonging to one of the prefixes and map the IP address to its geolocation via a IP
geolocation API [6]. While this is only an approximate method for determining
the geolocation of an AS (some AS numbers span multiple regions), it gives an
idea of how geographically distributed the reflectors typically are.
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As an example, Fig.8 shows

the geolocation of both destination [
ASes (i.e., the victims) and source
ASes (i.e., the networks that host
the servers abused for reflection
and amplification) related to NTP- )
based attacks detected by IXmon. ; —
Naturally, given the fact that SoX M s s
serves as a peering hub for research
and education networks in the
South-East USA, the destination
ASes are clustered in that region. It is easy to see that the sources of NTP
traffic are distributed widely across the world. This is evidently anomalous, in
that in normal (i.e., non-attack) cases the vast majority of NTP responses would
be coming from NTP servers that are geographically closer to the requesting IP
address. Combined with the fact that no NTP requests are sent from a victim
AS to those reflection servers, this lack of “locality” could be used as a way to
develop an attack mitigation strategy.

Fig. 8. Geo-locations of source and destina-
tion ASes for NTP-based DRDoS attacks

4.4 Attack Mitigation

We now analyze whether the operators of the victim networks attempted to
mitigate the attacks detected by IXmon. Specifically, we focus on mitigations
that require BGP actions. Afterwards, we discuss how IXmon could help mitigate
future attacks by (a) detecting DRDoS attacks in near real time (with a delay
of about At = 1min); (b) determining the AS being targeted by the attack and
what service (i.e., source UDP port) is being abused to reflect/amplify attack
traffic; and (b) identifying the source ASes that contribute the most to the attack,
so that attack traffic originating from those ASes can be filtered out.

Mitigation Strategies. Multiple ways exist to respond to DDoS attacks [55].
However, as we focus on bandwidth exhaustion DRDoS attacks, we ignore mit-
igations implemented locally at the victim network. Instead, we focus on miti-
gations that are implemented upstream, with the help of third-party networks
such as traffic providers or scrubbing centers, and that make use of BGP to drop
or redirect traffic before it reaches the victim network:

— Blackholing: BGP-based blackholing redirects all traffic towards a victim AS
(both legitimate and malicious traffic) into a null interface, or “blackhole.”
Although multiple variations of blackholing exist, they are primarily achieved
by adjusting the next-hop attribute and BGP communities in BGP announce-
ments [36]. The next-hop method involves the trigger source sending a BGP
update to the edge routers with the next-hop attribute set to an IP address
that is pre-configured to a null interface. The most commonly used next-
hop IP for blackholing is 192.0.2.1, which is reserved by IANA for test net-
works [15].
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— Traffic re-routing: In this method, all traffic towards the victim network is
redirected to third-party services, such as a traffic scrubbing center that is
capable of detecting and dropping DDoS attack traffic. Then, legitimate traffic
is forwarded back to the original destination (i.e., the victim AS). To re-
route traffic, a BGP announcement can be issued by the scrubbing center AS
taking ownership of the victim’s targeted IP prefixes, essentially performing
an authorized BGP hijacking. After these BGP announcements propagate, all
traffic destined to the victim AS will instead reach the scrubbing center. After
the attack has ended, another BGP messages can be issued to reinstate the
original IP prefix ownership and again route all traffic to the true destination.

Detecting BGP-Based DRDoS Mitigations. To detect whether mitigations
were put into place to counter the attacks detected by IXmon, we perform an
analysis of BGP announcements related to the victim ASes before, during and
after a DRDoS attack occurrence. To this end, we leverage routing information
from RouteViews [7], as explained below:

— Blackholing: To detect the use of blackholing mitigations, we monitor the
BGP updates involving all IP prefixes owned by a victim AS, and check if
any of these updates announce the next-hop to be 192.0.2.1. In addition, we
look for BGP updates with a community value set to 666, which is commonly
used to implement balckholing [36].

— Traffic re-routing: To detect cases in which traffic is re-routed to a third-party
AS (e.g., to a scrubbing center), we gather all BGP updates made around a
DRDoS attack time window and consider all updates related to IPs that fall
within the victim’s network ownership. Then, for each such BGP update, we
check if the origin AS (extracted from RIB records) has changed, compared
to before the attack (e.g., compared to the previous day). If the origin AS in
the BGP updates observed during the attack does not match the previously
seen origin AS, we mark this as a temporary change in ownership, and check
whether future BGP messages also show another change of AS ownership
from the third-party AS back to the previous origin AS. We implement this
approach using PyBGPStreamn library and Routeview data.

Measuring In-the-Wild Mitigations. Using the BGP-based analysis
explained earlier, we measure whether a mitigation effort was deployed for the
DRDoS attacks detected by IXmon. With respect to mitigating attacks via traffic
re-routing traffic, we found 56 BGP relevant announcements that occurred dur-
ing 3 different DRDoS attacks. These BGP announcements effectively changed
the origin AS of IP prefixes owned by the victim network and redirected traffic
to a known traffic scrubbing provider. All of these mitigation efforts were related
to attacks directed towards AS Anon.2354, with traffic being re-routed to the
AS Anon.1890. All 3 attacks for which mitigation was deployed had a duration
greater than 30 min. With respect to mitigation via BGP-based blackholing, we
did not find any evidence that blackholing was used for remediating any of the
DRDoS attacks we detected.
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Figure 9 shows an example of DRDoS attack for which a traffic rerouting miti-
gation was implemented. As can be seen, in this case the attack had been ongoing
for around 45 min, before traffic was re-routed to a scrubbing center. Traffic re-
routing is identified by the BGP announcements to change origin (as seen in Fig. 9)
of the victim prefix to scrubbing center’s AS Anon.1890. Considering this specific
AS Anon.2354 that had employed scrubbing services, we performed an experiment
to test if our system had missed any attacks for which similar mitigation by re-
routing traffic was deployed. To this end, we collected BGP updates for a period
of 6 months related to prefixes belonging to our victim AS Anon.2354 whose ori-
gin was changed to the scrubbing AS Anon.1890. However, we did not find any
evidence in BGP updates to denote an attack that our system missed.
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Fig. 9. Example of DRDoS attack and traffic re-routing mitigation

While it was a bit surprising that only 3 attacks and only one network oper-
ator used attack mitigation, personal communications with the SoX operators
confirmed that only that one member network made use of a DDoS mitigation
plan available to all of SoX’s customers/members. Another surprising observa-
tion is that only long-lived attacks are considered for mitigation. It is possible
that one of the main issue is that currently DDoS detection happens “manually,”
once the attack has started to cause noticeable disruption and perhaps network
users start complaining to the operators. Our IXmon system can reduce such
detection delay significantly, by performing DRDoS attack detection in near real
time with an inexpensive open-source solution.

Improving Attack Mitigation at IXPs. While re-routing traffic to third-
party scrubbing services is a commonly used strategy for mitigating DDoS
attacks, it can become a quite expensive depending on the size and duration
of the attack that a victim is trying to defend against. Another possibility for
mitigation is to rely on IXPs and upstream ISPs to implement traffic black-
holing. However, as explained earlier, currently blackholing is either an “all or
nothing” or very coarsely selective strategy that can cause significant collat-
eral damage [30,59], because it filters out both legitimate and attack traffic.
In this section, we discuss how |IXmon could enable IXPs to help their cus-
tomer/members who fall victim of DRDoS attacks, by making traffic blackhol-
ing more “surgical” so that only traffic associated with specific services and
with specific attack-contributing source ASes is blocked. This has the potential
of significantly reducing collateral damage.
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The strategy we propose is the following. Let V' be the victim AS of a DRDoS
attack detected by IXmon, p be the source UDP port abused for reflecting attack
traffic towards V, and S = {s1,s2,...,5,} be the set of source ASes that send
traffic from port p to V during the attack. The IXP could implement a filtering
rule that only blocks all traffic from each source AS s; and port p directed towards
V. Because all information necessary to create these filtering rules is contained
in IXmon’s DRDoS alerts, it would be possible to simply automatically translate
each alert into a BGP Flowspec rule that can be propagated to the IXP’s routers
thus greatly reducing the mitigation time compared to manual intervention.

To understand what is the potential impact to the above strategy, we inves-
tigate the extent of the “collateral damage” (i.e., blocked non-DRDoS traffic) a
target network may incur. To this end, let us consider the measurements shown
in Fig. 10. Each heatmap corresponds to one of the UDP source ports reported in
Fig. 5a, from which we observed at least one DRDoS attack. All four heatmaps
are related to one single destination AS, which we select as the AS number
for which we observed the largest number of distinct DRDoS attacks, during
IXmon’s deployment period. The x axis reports a period of 30 consecutive days
of traffic monitoring, whereas the y axis reports a randomly selected set of 20
source ASes. These source ASes were selected among all source ASes that during
the 30 days period in the z axis sent at least some traffic from any of the six
source UDP ports. The color of each heatmap cells indicates the total number of
MBytes sent by a source AS to the destination AS during each day. Gray cells
indicate zero bytes, whereas other cell colors indicated the “intensity” of the
daily traffic. From all these graphs we exclude attack traffic detected by IXmon.
The reason is that we want to highlight the volume of normal (i.e., non-DRDoS
attack) traffic typically sent by any source AS to a destination AS, as seen from
the vantage point of an IXP.

Let us consider first Fig. 10a, which is related to CLDAP traffic (port 389).
As we can see, it is rare to observe any inter-AS traffic for this service. This
makes sense, in that CLDAP is primarily meant as an authentication protocol
to be used within a local network. Similarly, ports 19, 111, and 11211 are unlikely
to be used for legitimate inter-AS communication purposes. Therefore, blocking
inter-AS traffic from these ports at the IXP level is unlikely to cause much col-
lateral damage at all. Services such as NTP (port 123) and DNS (port 53) have
a different traffic profile. Inter-AS traffic in these cases is not uncommon, though
the overall volume can be quite low, and therefore traffic filtering can produce
some observable collateral damage. For example, filtering all source port 53 traf-
fic towards a destination AS may impact DNS resolutions for domains whose
authoritative name servers are located within the destination AS. However, let
us assume IXmon detects an attack related to one of these ports/services. A
BGP Flowspec rule automatically derived from IXmon’s DRDoS alert would
suggest that the IXP filter all traffic coming from the identified attack source
port directed to the victim network. In addition the filtering rule would specify
what source ASes are contributing to the attack, so that the IXP could block
only traffic from a specific source port and a specific subset of source ASes, thus
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Fig. 10. Daily traffic (in MBytes per day) to destination AS Anon.2354 from a set of
20 legitimate ASes not involved in DRDoS attacks.

further limiting possible collateral damage. Furthermore, filtering could be lim-
ited to the duration of the attack. As soon as IXmon detects that the DRDoS
attack is over, a new BGP Flowspec rule could be issued so that the IXP would
stop filtering any traffic towards the target AS. This approach could help IXPs
protect their downstream customer/member networks from bandwidth exhaus-
tion DRDoS attacks with minimal collateral damage.

5 Related Work

In this section we are presenting prior work in the area of DDoS detection and
mitigation both in the context of IXPs and large Tier-1 ISPs.

Detection: Concurrently to our work, Kopp et al. [37] also studied amplification
attacks from an IXP. Many of our findings agree with their results [37]. How-
ever, our work differs from [37] in the following ways: 1) IXmon can detect low
volume attacks, whereas [37] only focuses on attacks with volume > 1 Gbps; 2)
IXmon provides insights into traffic from research and education networks in the



62 K. Subramani et al.

US, whereas [37] focuses mostly on commercial networks; 3) IXmon is an open-
source system that can be used for near real-time detection of DRDoS attacks,
whereas [37] appears to present offline traffic analysis results.

Sekar et al. [56] proposes LADS, a multi-stage flow collection and moni-
toring infrastructure for DDoS detection at Tier-1 ISPs that relies on SNMP
and NetFlow feeds from routers. While LADS’s detection approach also relies
on detecting traffic volume anomalies, IXmon uses a more lightweight approach
based on time series anomaly detection that is entirely focused towards an IXP-
based deployment. Rossow et al. [54] provide a detailed study of how different
protocols can be abused for amplification attacks, and analyze DRDoS traffic at
a large ISP. The authors set up multiple bait services and monitored their abuse
by attackers and also propose ways to identify DRDoS victims and legitimate
reflectors that are abused to amplify the attacks. For instance, traffic asymme-
tries between the victim and reflectors are used as a telltale sign that the victim
never requested traffic from the reflector, and that the incoming traffic is instead
due to spoofing. We also explored using a similar feature in our system. However,
as we attempted to measure such traffic imbalances to detect spoofed traffic, we
observed that the heavy traffic sampling applied by SoX did not allow us to
detect spoofed traffic with high confidence, and we therefore chose not to use
this feature in IXmon.

Hsieh and Chan [34] propose a neural networks approach to detect DDoS
attacks. They rely on network features such as number of packets, number of
bytes, time interval variance, packet rate and bit rate. Similarly, [68] proposes
to detect DDoS attacks based on Naive Bayes and Random Forest trees. The
drawback of these approaches is that they are not designed for real-time traffic
analysis and deployment at large IXPs. Furthermore, they require large volumes
of historical labeled data for reliable model training, which is often difficult to
collect.

BGP-Based Mitigation: Past research [26,30] has developed BGP-based tech-
niques that an infrastructure operator can use to mitigate DDoS attacks. These
techniques work in the premise that a network operator has already deployed a
tool to detect DDoS attacks. Once a DDoS attack is detected then the network
operator can inform an upstream provider, for example, a higher-tier ISP or an
IXP, to enforce BGP-based rules and redirect the attack traffic away from the
victim network. The techniques are primarily based on: a) BGP Blackholing,
and b) BGP Flowspec rules. [25,30,44] offer a detailed description and mea-
surements of the BGP blackholing technique that has become popular and is
offered as a service at many IXPs. [1] offers an example application of BGP
Flowspec rules. Another study [57,58,65] proposes an additional BGP-based
technique, called BGP poisoning, to filter out attack traffic. Our work differs
from these approaches because we focus on designing a detection system that
can be deployed at IXPs to enable the measurement of DRDoS attack charac-
teristics and that could also be used to enable faster and more selective attack
mitigation.
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SDN-Based Mitigation: Previous works propose systems that leverage the
capabilities of Software Defined Networking (SDN) technologies and Network
Functions Virtualization (NFV) to detect and mitigate DDoS attacks. To over-
come BGP-based mitigation techniques [13,61], Fayaz et al. [28] propose an
OpenDayLight [42] controller and a network of Virtual Machines (VMs) for
increased scalability. The controller is designed to route the traffic through the
VMs to scrub the traffic. Gupta et al. [17,31,32] and Dietzel et al. [24] have pro-
posed SDN enabled applications as a network management solution for IXPs.
Our approach is not based on the SDN and NVF paradigms. Instead, our system
can complement these approaches because it can be deployed on infrastructures
that do not have SDN-based capabilities, and could be adapted to work with
SDN-based traffic routing infrastructure at IXPs to mitigate DRDoS attacks in
a very selective way with low collateral damage.

6 Conclusion

In this paper, we studied in-the-wild DRDoS attacks as seen from a large Internet
exchange point (IXP). To enable this study, we first developed IXmon, an open-
source DRDoS detection system specifically designed for deployment at large
IXP-like network connectivity providers and peering hubs. We then deployed
IXmon at Southern Crossroads (SoX), an IXP-like hub that provides both peer-
ing and upstream Internet connectivity services to more than 20 research and
education (R&E) networks in the South-East United States. In a period of about
21 months, IXmon detected more than 900 DRDoS attacks towards 31 different
victim ASes. An analysis of the real-world DRDoS attacks detected by our sys-
tem shows that most DRDoS attacks are short lived, lasting only a few minutes,
but that large-volume, long-lasting, and highly-distributed attacks against R&E
networks are not uncommon. We then used the results of our analysis to discuss
possible attack mitigation approaches that can be deployed at the IXP level,
before the attack traffic overwhelms the victim’s network bandwidth.
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